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Context
1.The increasing use of slide presentations in various sectors highlights

the need for effective slide layout and semantic analysis.
2.Existing slide datasets (SlideVQA [4], FitVid [2]) often suffer from

inconsistencies, mislabels, and incomplete annotations.
3.These issues result in suboptimal training, leading to poorer perfor-

mance of deep learning models.
4.We introduce SlideCraft: a tool for generating synthetic, accurately

annotated slide datasets.
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Figure 1: SlideVQA contains some inconsistencies and errors. The Obj-Text class which represents all the text
seen on any graphical elements (Image, Diagram, Table, Figure) is not always annotated.

System
SlideCraft can be broken into four components, each responsible for
generating a different element: content, layout, style, and annotation.

Figure 2: Overview of the multimodal educational video analysis process

Content
SlideCraft can use external sources to generate coherent slides. We

currently leverage Wikipedia and external datasets to augment slides
with additional elements (tables, diagrams, charts, plots, etc).

Layout
SlideCraft can generate different layouts to imitate real slides.

Figure 3: Examples of different layouts: different number of columns, display of header and footer, display of
the title. The number of elements taken from the content can be adjusted to choose between more visual or
more textual output.

Style
SlideCraft allows for the customization of font, font style, font size,
background and colors.

Figure 4: Examples of SlideCraft’s generated slides. Different styles and layouts are shown. Colors, backgrounds,
font size, and font style are chosen randomly to increase the diversity of the generation.

Annotation
SlideCraft can generate bounding boxes and segmentation masks with

custom classes to fit existing datasets.

Figure 5: Example of generated slides for SlideVQA annotations (Top Left), FitVid annotations (Top Right),
segmentation masks (Bottom). Handwriting, header, footer, and equation, called Figure in FitVid, do not exist
in SlideVQA.

Experiments

Extending datasets with SlideCraft data enhances performance of ob-
ject detection, particularly for smaller datasets.
Table 1: mAP50 of FasterRCNN and YoloV8 on SlideVQA test set and FitVid test set, training with and without
the slides generated by SlideCraft.

Dataset FasterRCNN [3] Yolov8 [1]
Original
mAP50

Mix
mAP50 Improvement Original

mAP50
Mix

mAP50 Improvement

SlideVQA 0.641 0.645 0.59% 0.682 0.685 0.44%
FitVid 0.485 0.530 9.22% 0.513 0.581 13.26%

SlideCraft reduces the need for manual labeling in training object de-
tection models while potentially boosting performance.
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Figure 6: Comparison of mAP50 obtained after training YoloV8 with and without added 25,000 SlideCraft’s
generated slides. Testing on SlideVQA test dataset. The results show a direct correlation between dataset size
and the impact from adding synthetic slides: smaller datasets see greater benefits from the inclusion of synthetic
slides.
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